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Formal representations of historical change often makeeed implica-
tions about the evolution of language. This report seeksitoé language information-
theoretically as an arbitrarily held codification of meanthat is constantly self-
correcting, trying to find the most optimal characteristjogen physical and cogni-
tive constraints. Using this assumption, | show how fregyguiays a major role
in in motivating or mitigating major systemic changes upamguage, and give ev-
idence from computational experiments and corpus datahananslates to very

clear theoretical and functional explanations.
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Chapter 1

Introduction

Since the inception of the modern study of linguistics widuSsure, his-
torical linguistics has been a driving force in the disapli Diachronic change has
been documented, analyzed, and commented upon, but ragabireed. As time
has progressed, the pursuit has encountered data and elisdaelations of lan-
guages and their past lives in other generations using Jeay tormalisms with
little computational complexity. While the finite-statetage of generative phonol-
ogy is a clear and accessible standpoint from which to aedgaguage, it does
very little to explain why the change occurred. Movementsienmiddle of the 20th
Century to use more complex mathematical approaches todgegvere gradually
stemmed by the "Chomskyan Revolution”, which regarded-gatnsive linguistic
methods as inherently flawed compared to using introspedtta from a speaker’s
linguistic intuitions. Due to the rationalist approachkattwould come from the
generative phonological and syntactic frameworks, lgttplanation has still been

given for linguistic change that has received broad atenti

The modern zeitgeist of linguistics has, however, slowlgdme more ac-
cepting of empirical approaches, and rediscovering whatilshhave been great

scholarly victories made by linguists during the heighsldata-intensive methods



that simply did not receive the proper acknowledgment. Quae gof this report is to
recognize these past achievements at this juncture inifitigs, where empiricism
is again taking hold—and with good reason. A further goal isantinue in their tra-
dition, focusing on a measurable concept which is rampaatvariety of aspects
of language—frequency. Frequency measurements have bemgn more useful
at this stage. While the unavailability of corpora and thepatationalintensive-
ness of utilizing frequency measurements in calculatiangg the '60s, '70s, and
even '80s to an extent made such research a difficult proposthe modern pro-
liferation of digital texts and academically-led effortsdevelop new corpora has
significantly facilitated a move back to linguistics resgafocused on concrete,

quantitative results that will truly serve as sources oight

1.1 Linguistic Encoding

In this work, | will be operating under a singular fundamemiation: that
language is at its base a way to encode meaning in a manneiptitaizes for both
ease and eloquence. A speaker desires to transmit vocally amount of informa-
tion that is clear, coherent, and precise in the informaiti@onveys, but also easy
to pronounce, recall, and store (thus having at one’s daéd@ssa word, phoneme,
et cetera). However, they are working under fundamentastcaimts of general
intelligence, complexity of codification, and physical lalds. Boersma [5] views
this in Optimality Theory as a cycle of "eternal optimizatipwith fundamental
functional principles consistently at odds with one angtlpurring the process of

historical change.



My argument given here is that speakers of languages uthizdinguistic
data in the world around them and the unconscious knowlefilpe danguage that
they have developed to make the language easier for thenetk gmd easier to
understand. These two ends are often at odds with one anpotaking this an ex-
cellent motivation for the underlying concept behind Ogatiity Theory. However,
much of Optimality is treated in simply categorical termssulting in problems
addressing synchronic opacity and diachronic chain sbiftastorical changes in
general. The mechanism as it stands can also be treatedtasstatie, resulting
in an improbable model of how individuals understand, psscand produce lan-

guage.

| will also take time to address frequency and its role in agtic and mor-
phological change. For both of these, there are clear, dflgionotivated frame-
works that | will be working in to make my case. However, in maases, formal
models of current theory in linguistics will not provide dfstient backdrop upon
which to couch the quantitative explanations given here tlr@se instances, | will
provide the data and the explanation which best suits iyghdhis may be cause

to reconsider certain theoretical underpinnings of a paldr formalism.

1.2 Frequency and Change
1.2.1 Catalysis

Frequency affects linguistic change in two major ways thapaovocatively
at odds with one another. Through the frequency of a linguitgm (be it a word

or a phoneme), we can arrive at the likelihood or uncertaahiys presence given



a specific context. Because this coincides so closely witleige intelligence task
of deductive reasoning, it is an advantageous positiorke tde same underlying
cognitive mechanism that could be used for word predictiay ailso be that which
leads an individual to know that since they've been throu@many storms in their

lifetime, they know if their knee aches it will rain.

This deductive knowledge, given enough time in a system lam@pportu-
nity to make changes upon it, will result in the ability to readhanges to the system
to ease encoding without a loss of actual information. Thisleen treated by [16]
as the noisy channel model, where one can probabilisticatheve the intended
input from output that has been altered through its actuadysction. In this model
of any system where information is conveyed, there is a amaélicate balance
between compression, or reducing the amount of encoding toalmsmission by
removing all redundancy from the encoding, and transnisaazuracy, which en-
codes an amount of redundancy such that the intended inpugeceecovered even

if it is altered by the noisy channel.

If we view language as an arbitrarily shared encoding theggsilarly both
altered by speakers who have learned it and learned by gibaksrs contempora-
neously, then we would see two different actual mental naolighe language: one
utilizing the noisy-channel model to extract the corredébimation from speech,
and one that perceives the noisy output as the input. Thakspén turn will make
his or her own changes to the newly cached noisy input andecegaeven nois-
ier output. This analogizes language to a telephone gamephas all of human

history, which actually makes an entertaining amount ofrabssense. Frequency



thereforecatalyzeshistorical change, allowing changes to take place whichdcou
not if an individual were not able to make deductions abotih tiee language they

know and the words they hear.

In this report, | will be offering evidence of this very asspimon through
phonological, syntactic, and morphological changes uaisgries of quantitative

experiments.

1.2.2 Mitigation

While we see that frequency assists in deductive reason@tg@liows change
to occur, it also performs a completely different task: iolipg regular historical
change. Indeed, regular change is not categorical chamnge e words with a high
enough frequency seem to be impervious to more sweepingyebaihere are two
ways to look at this phenomenon: either (a) more frequentdtare impervious to
regular change because their frequency makes them excalio(b) less frequent
items are treated psychologically as a set of items all stibgethe same rules, and
more frequent items do not fall into this set because theyraseme way excep-
tional, perhaps stored or recalled in a different mannar thase other items. My
preferred viewpoint is (b). This would make sense from altti@cic change per-
spective, because as these items change in predictable avaysaker is both able

to interpret them through the noisy channel and learn thé&emtat face value.

Items that would not change because they are especiallydgregherefore
do not change because an innovation on it would not "stickiiadine being the

only person trying to make "be” more regular by saying "StplHawking bes a



physicist”; not only would you not be easily understood, ymi would possibly be

ridiculed—both forms of discouragement that would easigvpnt the change from
taking place in even one individual’s grammar. Furthermbecause of the way
that these forms are learned and possibly stored, attegibiin change could even

be awkward for the individual attempting it.

To support my argument, | will offer evidence that histoliganany of the
most infrequent items were not affected by regular alteratito the encoding of
language. These can be seen in cases of phonological, niogpted, and syntactic

irregularity cross-linguistically, using comparativeduency measurements.

1.2.3 Interplay

One question this paper will address is, how do we capturéntkeaction
of frequency-based motivations for historical changeeftbperate in inverse man-
ners? There is a clear cross-linguistic example that | wékpnt and account for
using the viewpoints built in the following chapters. | shtdwat what is proven
in this work is the only possible explanation for a diachooohange that exists

fractured by irregularity despite its frequency-basedadiiication in other senses.



Chapter 2

Frequency as Catalysis for Historical Change

Frequency’s role in assisting in diachronic change candradd in terms of
entropy. Entropy was first coined by Shannon [16] as a measmeof uncertainty
upon a probability distribution. This formula, shown in 2réturns a number that
essentially describes the number of bits necessary to eraedt of items in binary
given their assorted probabilities, which is calculateffeguency of the item over

the probability mass, or summation of all frequencies ah#en the list.

Shannon [17] used this to some success in his own researbb tatcula-
tion of entropy in the English language, finding the entro@pacharacter alphabet
contains as opposed to a 27-character system by includiitgsplace as a charac-
ter. Intuitively, the usage of whitespace significantlyueels the entropy of written
language, attributing to its usage by many groups. Shanlsorcalculated entropy
of words, and, as such a measurement should assume, funcirds such as 'the’

and 'of’ are significantly less entropic than a given nounernby which is also fairly

H(X)=—- Zp(x)loggp(x)

zeX

Figure 2.1: Calculation of Entropy



intuitive, given the information that open-class word typersus closed-class word

types carry.

Since this time, frequency has played a sporadic role irulstg literature
outside of computational linguistics. Mainstream theaorynost fields of the disci-
pline has been mainly influenced by the innateness hypatbéknguage, causing
formal work to generally avoid frequency as a source of answeetheoretical lin-
guistic questions. In one sense, this is partially due tofdélee that much of the
fundamental underpinnings of this point of view on langumgeediately rule out
the consideration of external data save in largely anetdatanples; in another, it
is because divulging that external data can be analyzedramahdipon for learning
is a threat to innate linguistic capability and would foreedo re-examine acquisi-
tion as a question general intelligenceexactly what thdse wiew language as an

instinct would prefer not to concede.

2.1 Phonological Change

Frequency—especially as it relates to entropy—and phgr@bchange is a
fairly easy abstraction to make if we are viewing language e of encoding. In
the case of phonology, an individual has a desired outputwfi@ that encodes se-
mantic information that will be ultimately ordered in a sgxs0 as to assist correct
combination of semantic propositions and arguments. Fogum this first level,
the sound pattern of a language as an encoding in and ofiggadrhaps the least

abstracted view of language in this manner.

In a linguistic event, an individual must take an output thas$ been made



noisy and in some way deduce the intended input, relatingig@ine strings to se-
mantic units. This output has been altered through the gpsgkonetic coarticu-
lation and phonological attempts at reducing the compfefithe entire code itself
while reducing the difficulty of pronunciation. One of thesa physical constraint,
but the other is also a case where deduction has led the sgeaMeer the the in-

put for the sake of ease—constrained against, again, arisesvdity to understand

the intended message. If both sides of these processes wétoedare in some
way probabilistic, then language change as being conghaiat,and regular can be

easily explained.

There have been several excellent past examples that hawvenpthe per-
spicacity of incorporating frequency calculations in bigtal change. Fidelholtz
[7] showed that word-initial vowel reduction was a functmirfrequency; more fre-
quent words like "astronomy’ would undergo the process]eviess frequent words
such as 'gastronomy’ would not. Similarly, Hooper [10] fauthat vowel elision
is a function of frequency with words with a relatively higleduency being sub-
ject to the change, and therefore 'memory’ being optiontityor bi-syllabic, but
'mammory’ being mandatorily tri-syllabic. In this sectidnwill give a description
of another frequency-induced historical change, and affieinformation-theoretic

explanation to account for all three of these changes.

1The exceptions to regularity will be conveniently accoudiftr in the chapter on mitigation of
historical change.



|
|
|
/manica/ FOOTTROCHEE ! PARSE-SYL | MAX-SEGMENT
a. (ma.ni.ca *1 |
b. (ma.ni)ca : *
|

*

c. O (man.ga)

Figure 2.2: Prosody-based analysis of vowel syncope. [13]

2.1.1 Latin Post-Tonic Vowel Syncope
2.1.1.1 Introduction

Post-tonic syllabic peak deletion in Latin is a well-documezl phenomenon
that attributed to the historical direction which many Rowea languages took—
Spanish being one of these. According to an analysis by [lLI8f this results from
a series of optimality-theoretic constraint interactiomsinly focused around the
prosodic well-formedness of footed or unfooted syllabiekatin. An example of
this is the change from LatimANICA, ‘sleeve’, to Spanisimanga where the first
syllable is stressed and the following syllable loses i@kpéhus causing its onset
to become a coda on the preceding syllable. Lle6 framesaghihe domination
of the workhorse constraint$\Rse-SyL and FOOTTROCHEE (among others) over

the constraint MX-SEGMENT:?

While a syllable-structure-based analysis is of some #teal interest,
there are a few shortcomings in taking this approach. Frshange in a constraint
ranking that originally allowed post-tonic syllables ogesyllabic well-formedness
rule assumes a great degree of change deriving from a sieigleking. However,

a set of rerankings carries its own set of questions, suchhasher there is any

2For a more thorough description of the analysis, pleaselgje [

10



data to describe the sequence of constraint rerankingshysw many constraints
would rerank. If the change stemmed from contact, it wouldliffecult to believe

that stress would be the first to change, as it is generallgdke that single lexical
borrowings will be forced to agree with the phonotacticshef borrowing language
and not that of its native origins. Therefore, the cleargptamation would be that

this is a case of internal phonological change.

Internal change can be best understood as the interacticgiexification
with the conflict that exists between different functionghpiples that carry their
own fixed or partly fixed constraint ranking hierarchies. Jdéunctional princi-
ples are eternally at odds at each other, and their consteartking with respect
to one another yields a cycle of “eternal optimization”. T8jis concept will be
considered as the underlying postulation regarding whidbeiargued here. Func-
tional principles that lead to fixed rankings for prosodicagwill be considered

as follows?

(2.1) 1. Minimization of articulatory effort.
2. Maximization of perceptual contrast.

3. Maximization of utilization of prosodic proclivities.

The constraint rankings which each of these conflicting qypals yield
would interact in the manner which ultimately resulted ie thange from Latin

to Old Spanish. (1), in the context of the prosodic word, dearty be understood

3Adapted from the functional principles for obstruents ip [5

11



as a case of where a greater number of syllables would iregeéisulatory effort.
(2), for the case of the prosodic word would, be such thatyesegment contributes
to discerning words. For instance, a language consistitigedfvo sequences ‘xyz’
and ‘wyz’ would not be a proper maximization of perceptuahtcast, while one
consisting of ‘xyz’ and ‘abc’ would. (3) simply refers to tivaportance that every
utterance be feasible within the precepts of the estalulisbend pattern—especially

with regards to stress.

Under this paradigm, Latin originally existed with the setonstraints that
reflected (3) probably equally ranked with those reflectihy ((2) would have
been preventing deletion of vowels to maintain as much eshtxs possible. The
change stemmed from the continual striving for optimalitycause over time, as
the prosodic template became concretized, the informatasried in words by
post-tonic vowels was weakened, as they had the least peserthe word so
as to contrast with the stressed syllable preceding it. Pph@netic characteristic
would lead to a minimized perceptual contrast in this voBelcause of the empha-
sis on the preceding vowel, and such concepts as the oblygadatour principal
mitigating the appearance of certain vowels (always stees®wels, often long
vowels), the number of different phonemic vowels was alstuced. A post-tonic
unstressed vowel, therefore, is extremely more predietddan a vowel following
an unstressed segment. This predictability directly d¢ates with the deletion of

these vowels.

My hypothesis is that post-tonic vowels in Latin were lostdngse they car-

ried little information and were by and large more preditgaban other vowels.

12



This predictability was inversely related to the carryirighew information or per-
ceptual contrast, rendering these vowels a weak link in theqalic word. As the
stress scheme of Latin changed to that of Old Spanish, logngnality, in order
to maintain all syllables in the prosodic word parsed in atigac, binary foot, these

vowels were deleted for a minimal loss in actual perceptoatrast.

2.1.1.2 Experiment

To make my case, | will frame my argument within the concepgrafopy.
Using texts from the Latin Librafyannotated for syllable boundaries and vowel
length, I will use a trigram model to calculate the maximukelihood estimate
(MLE) of all possible segments in the third position of a tagn. This probability
distribution is what | will calculate the entropy for. Théwee, my hypothesis is that
the entropy of the probability distribution of the MLE of awel position following
a stressed vowel will be significantly lower than the entropyrobability distri-
bution of the MLE of a vowel position following an unstressemvel. Maximum

likelihood estimate for trigrams are calculated as follows

C('lUl, Wa, 'lUg)

PMLE(w3|wlaw2) = C(w w )
1, W2

Finding the entropy of the distribution of all outcomes floe third position

of a trigram, therefore, is calculated as follows:

4] would like to take time to extend my gratitude to Lev Blumelaf whose work on Latin
corpora and helpfulness made my research possible.

13



C(wx—vax—la wx) C(wx—vax—la wx)

H(Xyrp)=—Y

zeX

logs

C(wx—Qa wx—l) C(wx—%wx—l)

The corpus in use is 113,478 words long. For each word, | atedthe
primary stress and word boundaries. The original work wastaied for length
and syllable boundaries. My stressed version is only atedfar stress and length.

The appearance of the Latin text is as follows:

#consvEt Udinis@
#mir Etur@
#atr OCIitAs@

Using this intermediate corpus, | then created a set ofamgr using sin-
gle segments. This yielded 860,695 trigrams at my dispoBaé beginning and
end characters were mainly used to separate different iordsintain correct tri-
gram numbers; trigrams with either character in the middkatpn were discarded.

These trigrams appear as follows:

#co
con

ons

| then performed the above calculation for four differentssef trigram

sequences.

14



. Post-tonic segment¥ C _)

[EEN

. Post-tonic vowels\( C V)

N

w

. Post-atonic segments (V.Q

I

. Post-atonic vowels (V C V)

2.1.1.3 Results

The calculations yielded the following results:

) Post-tqnic Post-atonic
Trigram| VC_.) (VCV)|(VC_.) (VCV)
Entropy \ 4.316 2.72$ 3.441 3.824

Table 2.1: Entropy measurements given MLE probabilityribstions for trigrams.

These results confirm my hypothesis with a slight irregtyathe entropy
for all segments in which the first trigram position is a stezsvowel. This is due
to the fact that not only vowels can appear two segments fratnegssed vowel,
but onsets after a coda as well. This is also compounded bfatihé¢hat stress is
guantity-sensitive. However, with a more focused scopemoply looking at post-
tonic vowels (and therefore ignoring cases of quantity iseitg at the moment),
the entropy is significantly lower in comparison. In infortoa-theoretic terms,

post-tonic vowels necessitate an entire bit less to endwtepost-atonic vowels.

15



2.1.1.4 Summary

What is shown here is a clear-cut case where phonologicplibbas been
modeled against the noisy channel model. Phonological setgrare perhaps the
most obvious cases of units of encoding found in linguistesl are an excellent
starting point for this discussion at large. As is evidentheounds prove to be lit-
tle more than a highly complex system of units of encodinguged together in a
manner which is intended to be as clear to understand ande&psynounce as pos-
sible. Part of this goal is, of course, trimming of pronutica, or compression of
the transmission. The most achieved (and the most lost)srp#rticular endeavor

is in regards to vowels, which is what makes the above casactfisterest.

While the experiment here suggests that there are oth@r$aict play than
those mentioned in optimality-theoretic accounts, thasehts could possibly be
incorporated into the theory. Using probabilistic accsuat tie the entropy mea-
surement would be useful, but it would assume a tacit, mahtiunderstanding of
frequency. While | argue here that frequency plays a rolamgliage change, | in
no way argue an exemplar-theoretic stance; speakers hagpia understanding of
frequency, but it is closer to categorical rather than gmadunderstanding. All of
these considerations would be necessary for a proper te@atmoptimality theory,
but it should suffice to say that the change occurred due tpdéheeived informa-
tion a particular segment carried from generation to geimraReferring back to
the earlier work of Hooper and Fidelholz, the case is quiéesiime: the more fre-
guent forms of the particular environments described weosd which exhibited

instances of innovation.

16



2.2 Morphology

Due to the nature of morphology as a purveyor of atomic urfisemantic
information, there is an interesting trend of treating urked features as unrep-
resented in the morphology, but still assumed in the ultnfeature matrix of the
word. Here, | will argue that these null morphemes whichilaite to the meaning
of words despite their segmental absence exist as a funatithre low entropy of
those features. Following this argument, we therefore néar that a strong fac-
tor in the cross-linguistic phenomenon of the "emergencihefunmarked” has a

strong tie to frequency and the resultant entropy as well.

2.2.1 The Null Present Tense Morpheme in Bantu

2.2.1.1 Background and Hypothesis

A remarkable example of an unmarked semantic feature enteag un-
represented segmentally is the case of the present tenkemoesss-linguistically
in the Bantu language family. Nurse and Philipson[15] finat tbver 50% of the
hundreds of Bantu languages represent the present or rsbrigpge with a zero
morpheme, or null form. Furthermore, they assert that the trend widely seen
in the Niger-Congo language family at large. | would like ssart that the present
tense is unmarked because of its frequency in the langualgehwould yield
comparatively low entropy. It would therefore be seen thate is a greater gain
in convenience from not clearly encoding these forms thatihénredundancy of

stating the most predictable form.

To motivate this point, | have designed an experiment thatishaccount

17



for this assertion. | use the language Swabhili because ofrtteoesting facts about
the language. First, the present tense marker is not catatipmull in this lan-
guage, and therefore quantifiable against other markerson8e cases where the
marker is optionally null are the third person singular ahdgithe hypothetically
most frequent and unmarked feature for person. Becausetbftbe interaction
of morpheme-dropping with specific markers and the histbBantu tendency for
a null present tense morpheme, it should be expected thairthmbility distri-
bution of subject morpheme and present tense morpheme oatidrs should be

significantly less entropic than the average distribution.

2.2.1.2 Statistics and Experiment

For this experiment, | will be using data from the Helsinkr@as of Swahili
(HCS).[8] In this corpus, there are of 2,028,832 verb tokevisrbs with present
tense morphemes make up 289,097 tokens. Verbs in the wdiniakes up 752,502
of verb tokens, but there is a different morphological posifor the infinitive, and
the purposes of nominalization render that specific morghamoor candidate for
dropping due to frequency effects. The most frequent sehéfiense markers in
the corpus are those associated with the past tense, aB448l&ns. However, for
reasons to be discussed in the chapter on mitigation ofrigatachange, we will
see that this is an irreducibly complex form that is also ncdadidate for deletion.
Furthermore, it can be expected that the relative frequehpgst tokens is partially
attributed to the fact that the corpus is comprised of bookkaaticles, which may

be more prone to talk about concepts in the past.
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The experiment at hand will measure the entropy of the priihadistri-
bution of the combination of the numerous possible subjexpimemes in the verb
with the present tense. This will be compared with the théoaldity distribu-
tion of all subject morphemes with any tense marker. If thieogmy of the present
tense morpheme set is lower than what is to be taken as thagaventropy of ev-
ery tense, then this should present it as both frequent anchiked. This is the
exact combination of phenomena that has resulted in the rmuseelated Bantu

languages having a null present tense morpheme.

2.2.1.3 Results and Discussion

The data shows that the present tense is indeed signifidawity in entropy
than that of the average. As seen in Figure 2.3, the entroplgeopresent tense
data set is more than a whole integer lower than that of aiéen In terms of
encoding, this is an entire binary digit. What this signifeghat the present tense
is an excellent candidate for dropping in these terms. Exengistatistics simply
related to tense marker frequency, the two variants of teegmt tense marker in
Swabhili make up 21.66% of the corpus. Morphemes consist lekat one syllable
in Swabhili, and the verb agglutinates for a great deal of sgimaariables, so each
item of information comes at a greater cost of effort. By iy one fifth of the
morphemes one would see in the tense position null, theregreat decrease in
effort realized by the speaker. Because the morpheme wonldibn as unmarked
or default, the effort of the hearer to probabilisticallycdde the present tense from

nothing would in fact be greater than a 1/5ths chance at deglu®©nce this is
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| Data Set| All Tense$ Present Terjse
| Entropy || 3.51 | 233 |

Figure 2.3: Entropy Measurements Per Data Set

learned as the standard manner of imparting present térese,should be closer to

100% success at inferring present tense from no morpheme.

An important fact to note is that the very subject morpherhes are the
only candidates to allow the dropping of the present tensdenan Swabhili—the
third-singular and third-plural markers—make up 66% offifebability mass in the
corpus for the present tense data set. Because the formseaf shéject morphemes
(/-a-/ and /wa/), frequency and unmarkedness cannot be argued as thamswer
for this correlation; this could be a purely phonologicalgess. However, it is food
for thought, and the fact that this does not result in phogickd lengthening does

point to deletion not of the subject marker, but of the préseamse morpheme.

2.2.1.4 Summary

This study has shown that the present tense morpheme in Bartis is
likely to drop because it is statistically frequent and setically simple or un-
marked. This has been shown in terms of entropy as a binaityleg to encode
than on average for tense morphemes. Because of the ratainveomplexity of
the present tense, we can assume that learning defaulhptease from the pres-
ence of no tense marker is a result of probabilistic genatalligence abilities of

deduction that are a part of general linguistic intelligenc
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2.2.2 The Null Singular Morpheme in English
2.2.2.1 Background and Hypothesis

English displays null morphemes for two semantic categatiet would
be considered default or unmarked: singular number in namalspresent tense
in verbs. Here, | shall treat the null singular morpheme foums in English, as |
have just outlined an approach to treat the null presenéetiEms/erbs. Many inves-
tigations regarding zero morphemes relate mainly to adopns In Combinatory
Categorial Grammar, Hoeksema([9] posited the use of desauftantic categories
without null morphemes as a way to give necessary valuesataries in the uni-
fication structure. Aone and Wittenburg[1] offered an alégée method of using
‘zero’ morphemes which solve the issue of overriding semamategories and fea-
ture values. These morphemes appear as unary rules, whifeloesirom an algo-
rithm which compiles the morphemes in a trial-and-errohi@as, checking if the
syntax of each morpheme is compatible to either side of ellely candidate in
the sentence. Both approaches trade some amount of insighefsake of ease or
computation. These approaches both focus heavily on geasiopposed to theory,

and this affects the decisions made by both parties in foratabn.

In fact, the proper approach should be somewhere in betwatbrolbthese
methods. Lexically specifying semantic features to therowerrode by certain
morphemes is an awkward way of formalizing the phenomenoseee but there
is much to be said regarding the fact that candidates formalphemes arex-
tremelyfeaturally uncomplex. No language has a zero morphemegeptiag the

set all long, round things, or a zero morpheme representtilgealonger ago than
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yesterday but not longer ago than last week. Typologictilyse are very simple,
recurring features: third person, singular, possibly bd#pending on the lexical
category upon which the morpheme influences. Positing taeyunle with a trial-

and-error parsing algorithm may be a proper model of parfiegcorrect feature
where an opposed feature would be morphologically conesten but once it is
learned that the zero singular morpheme only manifest$ titsthe right of a noun,

and not when there is a plural morpheme, the amount of cortiputaecessary
to determine number in a noun should decrease dramaticallgh an algorithm

should not be necessary in regular human parsing of speech.

To confirm this, it should be proven that this singular/pldighotomy is
extremely learnable. | argue here that the learnabilityhef difference between
null singular and segmentally marked plural morphemesriscdy related to the
low entropy that should be expected in this case. As | hatedteveral times be-
fore, very frequent items that carry simple information swbject to dropping at a
minimal increase of deduction for the hearer. Cases of nahpairs of morphemes
where one is dropped should show an extremely low entropéoprobability dis-
tribution of both morphemes, with the dropped morphemeyaagra large majority

of the probability mass.

2.2.2.2 Statistics and Experiment

To confirm my hypothesis, | will be using statistics from the®8n Corpus
of Standard American English. This corpus of about 1 milkeords has stood

as a strong sampling of different manners in which Americaglish has been
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used, consisting of reportage, fiction, non-fiction, ancbtaty material. There are

225,799 nouns in the corpus and 29 different tags relateduas

In this experiment, | simply acquire frequency statistioseach of the 29
noun-related tags, normalize each number to a probabhilitiie standard manner,
and derive an entropy measurement from the probabilityidigton. The two most
common tags aren, which refers to a simple singular noun, amts , which refers
to a simple plural noun. These two nouns make up roughly 678w4df6 of the
probability mass respectively. More data can be seen inr&igut. This figure
also shows that when all tags related to singular nouns aiabalrelated to plural
nouns are simplified into two groups, the percentage chatogés% singular and

25% plural.

The entropy of the distribution of all 29 tags in the Brown Qs is im-
pressively low at 1.35. However, the more compelling numé&dound when all
singular tags and all plural tags are composed into two oategy The entropy
found here is .81, which means that it would take less thamglesibinary digit
to encode the difference. This is a very strong indicatiat there is a quantifi-
able motivation behind this correlation. We are seeing iglish exactly what the
entropy of less than a single binary digit would reflect. Taet that the most com-
mon of the two features is represented by a zero morphemeeaffrmation of
both the overall hypothesis of this work, and the hypothgsien for this specific

phenomenon.
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| Tag | Frequency Probability

nn 152470 .67
nns 55110 24
All Singular | 167471 75
All Plural 58328 25

Figure 2.4: Frequency and probability for noun tags in thevBr Corpus of Stan-
dard American English

2.2.2.3 Summary

This experiment clearly shows both the benefits and the etodiv for a
zero morpheme for the singular in English. By making the folnat is the most
highly represented the morpheme that is not the most elpltiated, there is a
great savings in effort. Furthermore, because of the statige see here, it is in
fact more worthwhile to assume every noun to be singulaeratian deduce this
from a zero morpheme. This is, however, due to the abilityeafiing rather than
parsing, as seen in the discussion above. There is no peréet! for how humans
understand semantics, and there is no solution proposed Hewever, a singular
morpheme would require 75% more articulatory effort thamfin English, and
this extremely lopsided dichotomy is so predictable thaeitomewerylearnable.

Were it not this learnable, there would certainly be an osgular morpheme.

2.3 Summary

In this section, | have discussed multiple well-known exspf deletion

of items on varying linguistic tiers due to a combination @jthfrequency and a
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relatively low degree of information contributed to the lég domain of parsing.
These cases all point to a very simple conclusion that cama&ié/erawn in an era
where linguistic data is ever more available for empiricalgsis: there are strong,
principled ways that languages change, and this is in partaltacit learning in the

noisy channel and the general human deductive ability.

What makes the conclusions above so compelling is theipprrisy. It is
unnecessary to formalize these assertions theoretidhily than to support or stand
in spite of specific theories related to these processesqiiwetitative character of
the results show clear correlations that maintain the imglof their functionalist
explanations without drawing in large-scale theoretid¢ateactions. While these
formalisms are necessary to make broader explanationd &muage, it is the
duty of theory and formalism to conform to the data and cogioluis made from
it—not vice versa. | have shown here an aspect that requmgsistic theory to ex-
amine frequency for cases of regular deletion. Those tbsthiat are more readily
able incorporate this kind of knowledge into their formalsshould be found to be

in a more advantageous position to explain language in geagia result.
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Chapter 3

Frequency’s Role in Mitigating Regularity

The goal of this chapter is to motivate, in essence, thatitetpe fact
that items of high frequency are more prone to historicahglea in many cases,
very frequent items also can prevent systemic regularitihiesé extremely fre-
quent items that refuse to follow suit with phonological,ipimlogical, or syntactic
change seem to be resistant to regualrity because of theeomgture of what they
represent—words of extremely frequent but still markedasgin meaning, and of-
ten of complex semantic representation. Here | will presergntirely different set
of cases where it seems that, while the hearer learns thégetaersion of these
high-frequency words as their own input, he or she genedudlys not innovate
upon them. This would lead us to believe there must be sonerfatich would
discourage innovation, and the evidence given here isdeiho point generally

towards that mitigating factor.

My hypothesis is that certain linguistic items, on varyirgys of represen-

tation from phonological to syntacticresist change based upon two criteria:

e The item is extremely high in frequency relative to otherimlinguistic

1And possibly beyond, given Grice’s Maxims and how they cangia@ed to the noisy channel
model
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items.

e Theitem s also semantically complex yet irreducible, siheth it contributes
information to a higher level of linguistic organizationanway that cannot

be logically decomposed, but rather must be memorized.

These two criteria are necessary for irregular forms inohisal change. With-
out the first criterion, even semantically complex itemd wfldergo an amount of
regular change such that the form can still be innovated upgithout semantic
complexity, the highly frequent form is more likely to dedejiven what was seen

in the previous chapter.

In this chapter, | will present two separate but well-knovases that can
be used to support this argument. | will be using evidencenfcorpora spanning

several languages to motivate my findings.

3.1 The Romance Headedness Shift
3.1.1 Background

For most individuals learning a Romance language as a sdaogdage,
they are well aware of the generality that adjectives falih® right of the noun,
unless they are a certain set of regularly recurring adjesti In which case, they
are found to the left of the adjective. Lehman [12] was onéheffirst focusing on
Indo-European historical syntax that identified severahBoce languages as hav-

ing alternating order for a “small set of very common adjexgi’. Bauer [2] affirms
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that from Proto-Indo-European to Old Latin, word order gaiig consisted of ad-
jectives preceding their nouns. This changed in Latin, &ifbredictable point of
cleavage between “descriptive” adjectives that preceddedoun and “distinctive”
adjectives that followed. Romance languages, such as l;reaemed to gradually
evolve from somewhat arbitrary decisions on adjectivatieedaess to a majority of

adjectives being left-headed.

However, there are adjectives that still trump this gerngralVhat makes
this interesting is the fact that these adjectives are mwhe common and often
semantically primal concepts expectable in any languaigean be expected that
these concepts may have existed for thousands of yearshetione of Proto-Indo-
European, which was a head-final rather than head-initigllage. This allows for
the possibility that the syntactic headedness of constmgusing these adjectives
has been preserved throughout history due to their frequgossibly even earlier
than the Old Latin source of directional ambiguity. This bardirectly attributed to

the high frequency and semantic irreducibility of the seadjectives in question.

Before the era of the proliferation of machine-readablguistic data, fre-
guency could only be identified via intuitions, as seen fraghinan’s claims. While
there must be some vague understanding of what constraatiolmguistic items
are more frequent than others, it should further strengtherobservations above

to acquire concrete correlates.

I will use the statistics from various Romance-langaugeaa to prove
that the most frequent adjectives are those which disptagular syntactic con-

structions with respect to directionality to the phrasaldhen doing so, | will also
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Bigram | Number of Instancels
ADJ N 1886
N ADJ 4164

Figure 3.1: Bigram tag statistics in the Floresta Syntaf@)torpus of Portuguese

be reaffirming both the assertion made at the beginning sttapter as well as the
large-scale assertions | have made regarding frequenegteibn historical change

and its role in the noisy-channel learning schema prewodsscribed.

3.1.2 Portuguese

The Floresta Synta(c)tica is a tagged Portuguese corpusves articles
consisting of 169,216 tokens and 26,628 types. There aragklin all. Those of

interest in this investigation aveDJ, for adjective, andN for noun.

Results of frequency calculations show that the top ten fnegtient adjec-
tives in the corpus all are found predominantly if not exilely in ADJ Norder
in the corpus, as opposedib ADJ This is shown in Figure 3.2. While the asser-
tion stands that those constructions where the adjecteaeples the noun consist of
more frequent adjectives, the regularity of the headahgenerality in Portuguese
results in a greater amount of adjective-noun construstiorall in the corpus, as

seen in Figure 3.1.

3.1.3 Spanish

The 1997 HUBS5 Spanish Transcripts corpus is an unannotatksttion of

20 transcribed telephone conversations in Spanish. Thmusarontains approxi-
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Count
107
97
89
88
87
62
58
47
45
45

Adjective
maior
primeiro
novo
primeira
grande
nova
grandes
Itima
segunda
melhor

Gloss
‘greater’
‘first’ (m)
‘new’ (m)
“first’ (f)

‘big’
‘new’ (f)
‘big’ (pl)

‘last’
‘second’
‘greater’

Construction Type

ADJ
ADJ
ADJ
ADJ
ADJ
ADJ
ADJ
ADJ
ADJ
ADJ

Z2Z2Z2Z2Z22Z2Z22Z22Z2Z2

Figure 3.2: The ten most frequent adjectives in the Flor8gtaa(c)tica corpus of

Portuguese

Count
317
29
25
24
24

Adjective
bueno
poco
super
terrible
grande

Gloss
‘good’
‘little’
‘super’

‘terrible’
‘big’

Construction Type

ADJ
ADJ
ADJ
ADJ
ADJ

Z2Z2Z2zZ2ZzZ

Figure 3.3: The five most frequent adjectives in the HUB5 $aiiranscripts

corpus

mately 46,977 tokens and 3,955 types. While this is a redbtismall corpus, its

frequency statistics do support the correlation betweequiency and syntactic ir-

regularity. The only adjective in the top 100 most frequentdg in the corpus is

bueng meaning ‘good’, with a count of 317. As Figure 3.4 shows, tihye five

adjectives in this corpus all follow this correlation.

The value of this particular corpus is that it is an examplsmdken lan-

guage. While much of the corpora used here consist of eithigew language or
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prepared speeches, it is valuable to show that these dosredaand assumptions
exist outside the written sphere of language as well. Furtbee, this affirms the
utility of treating written varieties language as a suieabhample of a language as a

whole.

An interesting fact to note is the inclusion of ‘super’ argaime top ad-
jectives. For a perceivably uncommon noun to be both veryueat as well as
syntactically irregular points to the strong possibilitat this is an English borrow-
ing, both due to the English usage of ‘super’ coinciding witht of the Spanish
usage as well as the regular syntax of English noun phrasefrtunately, there
is no data about the location or origin of the speakers in thpus, but it would
be interesting to note whether this is a case of code-swigcivihere syntactically,
the usage fits, or whether regular contact with English sgrsaffor instance, as
a speaker of a minority language in the United States or aiSipapeaker in an
American possession—has caused a lexification of both tiné aswell as its syn-

tactic composition.

The European Parliament Proceedings Corpus (Europarlinsl@ingual
aligned corpus in several European languages. | will begustatistics from it
for not only Spanish, but French as well. While there may baesquestions as
to whether this is appropriate, the concept of these adgxtieing semantically
primal means that they should be highly frequent in mostuaggs. What is be-
ing scrutinized in this case is whether these adjectivefolidiw irregular rules of

syntactic composition.

The Europarl corpus follows well with the data previouslggented. How-
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Count
74527
48994
22957
20651
20001
18969
14655
14442
11179
11098

Adjective
europea
europeo
gran
otros
mismo
primer
otra
otro
altimo
segundo

Gloss Construction Tyf
"'European’ (f) N ADJ
'European’ (m) N ADJ

'big’ (M) ADJ N
‘other’ (pl) ADJ N
'same’ (m) ADJ N
first’ (m) ADJ N
‘other’ (f) ADJ N
‘'other’ (m) ADJ N
last’ (m) ADJ N
'second’ (m) ADJ N

e

Figure 3.4: The five most frequent adjectives in the Euroarpus — Spanish

Count
134,532
73390
71930
70835
61921

Noun
comisbn
unién
parlamento
presidente
consejo

Gloss
‘commission’
‘union’
‘parliament’
‘president’
‘advice’

Figure 3.5: The five most frequent nouns in the Europarl Cerp8panish

ever, the top two adjectives do not follow the stated patt€hs is a case of arena

of discussion, however, as seen in Figure 3.5. The fact tbedsvmeaning 'Euro-

pean’ would be the two most frequent adjectives in the prdioggs of the European

Parliament is perhaps as unsurprising as the fact that memgtént nouns all relate

to political interaction. To bolster this argument, | haneluded a list of the top

nouns in Figure 3.5 to show how the sphere of discussion hraswbat distorted

the sample of language in use.
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Count
77775
46991
43609
19749
19514
18751
18748
15277
14388
12437

Adjective
europeenne
europeen
méme
important
autres
économique
certains
grande
peu
nouveau

Gloss
‘european’ (f)
‘european’ (m)

‘same’
‘important’
‘other’
‘economic’
‘certain’

‘big’

‘little’
‘new

Construction Type
N ADJ
N ADJ
ADJ N
N ADJ
ADJ N
N ADJ
ADJ N
ADJ N
ADJ N
ADJ N

Figure 3.6: The ten most frequent adjectives in the Euraadus — French section

Count Noun Gloss
135308| commission ‘commission’
70266 | parlement | ‘parliament’
68643 rapport ‘report’
64627 I'union ‘the union’
62658 conselil ‘council’

Figure 3.7: The five most frequent nouns in the Europarl corplrench section

3.1.4 French

The French section of the Europarl corpus consists of 381i@kens and

14,126 types. Again, while the statistics seen in FiguresB@v an amount of in-

trusion from specialty words in the arena of discussionntagority of the ten most

frequent adjectives are head-final rather than head{inliace again, to show the

jargon-heaviness of the data, Figure 3.7 has been includaapport my argument.

33



3.1.5 Summary

This section has shown that there is a notable correlatitvdaas frequency
and syntactic irregularity in Romance languages. The g#shevidence shown
here is in Portuguese. This could be simply due to the forrhatioh corpus; the
Floresta Synta(c)tica was the only corpus used here spbiftagged for part of
speech. Furthermore, newspaper articles consist of neuliypics, while basing
data entirely parliamentary proceedings will be somewkaitved. Usage of a spo-
ken language corpus supplied interesting affirmative tesbut would optimally

have involved a great deal more data.

Given the results above, it is very safe to make the assumphiat fre-
quency is somehow tied to syntactic irregularity with regato headedness. This
data-based assumption allows us to speculate that fregiemcfact the cause of
this. While the statement, ‘an adjective follows a nounegalit is very frequent in
use’ explains the data quite well, frequency is not somethilanguage learner can
use to check each adjective before delivering an utteraftaaking abstractly, this
would cause us to assume that this syntactic alternatioemarized for each form

individually at a very early stage, and is reaffirmed thropgactice and experience.

3.2 Frequency and Irregular Inflection

Irregular verbal forms are problematic in easy, regulafysmsof language
and are, in fact, proof of the role in frequency as preventagularity across lan-

guage as a result of the way human beings learn languageisTigery clear case
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of both mitigating criteria described above being met andrtggan incontrovertible
effect on the systemicity of regularity in language. In théxtion, | will use data
from corpora of several languages to show the direct cdroeldetween frequency
and irregularity. Furthermore, | shall use evidence fronglih to show that this
correlation is evocative of work from Mandelbrot and Zipfword frequency dis-

tribution in general.

Irregular verbs occur, following the concept of the noisghel as a model
of language learning, because probabilistically, thersuish a proliferation of to-
kens of these forms in comparison to regular forms. Atteraptsnovation or de-
ductive reasoning are invariably overcome by the regulposure to the popularly
accepted form along with the semantic irreducibility agtas a constraint upon
innovation. While all verbs generally consist of complermsatic constructions,
infrequent verbs are stored as lemmata and combine withheatrps in a regular
manner. Irregular forms, however, are stored lexicallgtaming all morphological

information within a single simplex form.

3.2.1 English

English is well known for its fairly impoverished agreemeystem short
of irregular verbs. The data to be given here shows that thiadicative of a
frequency-related historical irregularity; more elalieragreement paradigms exist
only in irregular verbs in English because of their naturdeihg extremely fre-
qguent and semantically irreducible. It is well known thagksh originally had a

much more elaborate system of case and agreement, and drggeequent forms
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Count| Verb | Irregular?
10065| is v
9806 | was v
4372 are v
3925 | have v
3281 | were v
2710 | would v
2470 | been v
2430 | has v
1043 | did v
883 | should v

Figure 3.8: The ten most frequent verbs in the Brown Corpusngflish

are the few remainders from that point in the language’sugian.

The Brown Corpus is a popular language resource compriseatiolus text
sources to reflect English usage in a variety of writtensgsti The corpus contains
9,069 verb types and 157,955 verb tokens. Of the verb tokéh898 inflect regu-
larly, while 80,257 inflect irregularly. However, there amely 483 irregular types,
compared to 8586 regular types. Irregular vowels contaimoat exactly half the
probability mass at .508. The entropy of determining whetheerb is regular or

irregular, therefore, would be close to 1.0.

Figure 3.8 shows that the ten most frequent verbs in Engieshléirregular.
Assuming that forms which cannot be morphologically decosag are lexical,
and assuming that there is a morphological compositionga®beyond the lexical
stage which requires some extra degree of processing, ithenee shown here fits
quite well with work from Zipf [18], known as the Principle akast Effort. This

concept assumes that individuals will opt for the leastlgasttategy in terms of

36



exertion. His work with regards to word frequency was lagéined by Mandelbrot
[14]. Both show that there is a constant relation betweenbmrrof tokens and
rank in order of frequency for any corpus. Given the aboveragsgions, there is
an incentive for lexicalizing forms that will be the mostdresntly reused. Rather
than constantly performing the same processes or morpicalagpmposition, all

information morphological items would give to these irrlegdiorms are stored, and

therefore each form for an inflection paradigm.

While one of the reigning views in syntax regarding the treait of the
lexicon is one of Lexical Integrity [6], there are some draweks to this point of
view. The lexicalization of all morphologically derivedrfas from all lemma in a
language would be a veritable explosion in storage with atgteal of redundancy.
I have shown in other sections that a major part of languagétfais deduction, and
it makes a clear deal more sense that language learningy@s/deducing regular
morphological rules and acting upon them. Work is forthaogmin the area of
Combinatory Categorial Grammar that affirms this, and shinasmorphology is
in fact a highly restricted combinatory process that cambkided in the syntax at a
comparatively low finite state computational complexith€eTinite-state character
of morphology has been affirmed extensively through the vafrKarttunen and
Beesley [3]-with languages ranging in morphological sgas fro inflecting, to

agglutinative, to templatic.

Assuming this, the Principle of Least Effort, in this corttexould place the
weight of morphological combination on about half of thebseused in English—

the multitudes of infrequent verbs. The comparatively f@sbvforms that are fre-
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quently used are stored for ostensibly faster and more cdeneuse. Given this,
Least Effort actually contributes greatly to the currentkileg model of language
learning proposed in this work, and how frequency relatekistorical change

through it.

Taking this perspective is reaffirmed by examining the retato frequency
and rank. Figure 3.9 shows the relation between frequentyaark for all verbs in
the Brown Corpus. Comparing this to Figures 3.10 and 3.1icwielate frequency
and rank to all regular verbs and irregular verbs in the corpapectively, it is clear
that while both forms have the same hyperbolic slope, thiggiaion of Figure 3.9
is almost completely irregular forms. Irregular tokenssiehof 96.4% of the first
third of the verbs in the corpus ranked by frequency. Thisltesn an entropy of
0.22 for determining whether a verb form is irregular amdreg2000 most frequent

verbs of the corpus.

What this evidence suggests is that frequency and irraguliar verbal
forms are inextricably linked. If a language has irregukenbal forms, it will neces-
sarily be among those forms that are extremely frequentliginig not anomalous

in this matter, as will be shown below.

3.2.2 Portuguese

The verb frequencies in Figure 3.12 from the Floresta Sgjtiag Corpus
of Portuguese also reflect the assertion made using the Btatarnin English. All of
the 20 most frequent verbs from this corpus are irregulae. Silmilarities in glosses

to the most frequent verbs in English are unmistakableetieean abundance of

38



Number of Tokens

Number of Tokens

12666

12608

Frequency and Ranking of ALl Verks

T T T
'vranks' ——

42 (] &2
Freguency Rank

ige

Figure 3.9: All verbal forms in English

Frequency and Ranking of Irregular Verbs

T T T
irrank’ ——

28 4@ ] &e

Frequency Rank

ige

Figure 3.10: Irregular verbal forms in English
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Figure 3.11: Regular verbal forms in English

copula forms as well as modal verbs.

3.2.3 French

French also displays this tight correlation, as seen inféi§ul3. The many

recurring forms are unsurprising: ’be’, 'do’, modals, areths that express very

basic cross-cultural concepts. What is of interest to rethat among verbs, there

IS no intrusion of special-area jargon from the EuroparlgDsr This shows the

relative strength of the verb category and its somewhatse@icharacter, as seen

from the prevalence of modals among the most frequent verbs.
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Count| Verb Gloss Irregular

91 sido 'been’
79 tinha ‘it had’

1006 e ‘are’ v
433 foi 'were’ v
370 ser 'to be’ v
257 tem 'have’ v
245 | esh ‘are’ v
225 sao ‘are’ v
203 ter 'to have’ v
170 | disse 'said’ v
153 ha 'have’ v
150 | foram| 'had been’ v
146 vai 'go’ v
122 | pode ‘can’ v
110 era 'were’ v
109 | fazer | 'to make’ v
108 | esto ‘are’ v
103 diz 'say’ v
95 sera | 'will be’ v
91 téem 'have’ v

v
v

Figure 3.12: The 20 most frequent verbs in the Floresta $gia Corpus of
Portuguese
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Count Verb Gloss Irregularf
200786 est is’ v
84802 sont ‘are’ v
66767 étre ‘to be’ v
64153 c’'est ‘itis’ v
63789 ete ‘been’ v
62798 fait ‘do’ v
59630 ont ‘have’ v
A5777 faire ‘to do’ v
39673 | avons ‘have’ v
33633 peut ‘can’ v
31098 | voudrais| ‘would like’ v
30442 faut ‘lack, need’ v
29683 n'est ‘isn't’ v
27685 | devons | ‘owe, should’ v
24727 dire ‘to say’ v
23566 jai ‘I have’ v
21901 | sommes ‘are’ v
21789 suis ‘am’ v

Figure 3.13: The 18 most frequent verbs in the Europarl Cosplrench
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3.2.4 Spanish

The Europarl corpus of Spanish in Figure 3.14 maintains titusag corre-
lation between irregular verbal forms and frequency. Havethere is a regular
verb form among the within the top ten most frequent formgs Taises a number
of questions regarding whether this is specialty-areasndn upon actual frequen-
cies, or if not, whether regular verb forms can also be ldized if they are frequent
enough or must necessarily be treated combinatoriallypitiethe assumed cost in

processing or computation.

Figure 3.15 does not require such questions to be asked,saadecord
of spoken language, it is much closer to what would be expeftten practiced
extemporaneous language. The value of this data is itsexdnal nature; not only
does it continue to reflect observations gained from exargisiatistics within text-
based corpora, but it is even stricter. Those forms seereitojh 14 only consist
of modals, the copula forms, and extremely basic words viitlil@r cross-cultural

meanings throughout all languages.

3.2.5 Swalbhili

Swabhili is a language with comparatively few irregular fermAs evident
in Figure 3.16, the ten most frequent verb forms are predantiy infinitive. This
provides an interesting counterpoint in that frequency iaregyularity are not nec-
essarily inseparable. However, there are interesting taahote regarding Swahili
that seems to strengthen and not weaken the arguments gitkée work. Swabhili

is a highly agglutinating language with verbal morphemegsdase, aspect, mood,
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Count
133133
56900
55943
43111
40425
36752
36030
32602
28402
28327
28252
27937
27860
22587
22442
20917
20025
18899
18154

Verb
ha
han
estados
estl
ser
debe
puede
hemos
hacer
tiene
creo
hecho
decir
he
estin
hace
sea
dicho
estamos

Gloss
‘has’
‘they have’
‘been’
s
‘to be’
‘should’
‘can’
‘we have’
‘to do’
‘to have’
‘I believe’
‘done’
‘to say
‘I have’
‘they are’
‘does’
‘were’ (subj)
‘said’
‘we are’
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Figure 3.14: The 19 most frequent verbs in the Europarl Corp8panish



Count| Verb Gloss Irregularp
141 | voy ‘I go’ v
108 | sea ‘were’ v
100 | tiene ‘has’ v
98 dice ‘says’ v
92 | tengo| ‘I have’ v
90 dijo ‘said’ v
84 ver ‘to see’ v
83 hay | ‘there are’ v
83 | hacer| ‘todo’ v
81 | estoy| ‘lam’ v
75 ir ‘to go’ v
74 fue | ‘did/was’ v
70 dije ‘| said’ v
69 digo ‘| say’ v

Figure 3.15: The 14 most frequent verbs in the Hub5 SpanishuSo

discourse, and argument structure, as well as subjectctolaed relative verbal
morphemes that agree with over ten separate noun classeeddb of a form be-
ing frequent enough to be paradigmatically irregular,e¢fane, is very low. This is
affirmed in Finnish, a language of a completely separatelyatmat is also highly
agglutinative and displays significantly fewer irregwariflecting verbs than the

data seen above.

Using statistics on verbs from each corpus, the most frequesb type in
the HCS accounts for only 3.5% of all verb tokens in the cormasnpared to
the inflectionally impoverished English, where the most own verb type in the
Brown Corpus accounts for 6.4% of all verb tokens. Convgysainore inflectional

language would have something in between; the most comnroriyae in the Flo-
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Count Verb Gloss
71270| alisema ‘he/she said’

34319| kuwa ‘to be’
13811| kufanya ‘to do’
11456| kutoa ‘to put out’
11244| alikuwa ‘he/she was’

10183| amesema ‘he/she said’
9458 | akasema| ‘and he/she said
8435 | kwenda ‘to go’

8149 | kupata ‘to get’
7111 | kutumia | ‘to send or use’

Figure 3.16: The 10 most common verb forms in the HelsinkipQerof Swabhili

resta Synta(c)tica Corpus of Portuguese comprises 4.2%@dbkens. This would
suggest that there not only exists a correlation betweeuéecy and irregularity,
but that this relation is modulated by the morphologicatsigy of the language:
the more possible inflected forms stemming from one lemma,lébs probable
the most frequent types are. These probabilities must ireseay be utilized in

language learning.

3.2.6 Summary

Irregular verbal forms have an undeniably strong link tajfrency. These
forms consist mainly of words with logical forms that can Bpected to be in some
way universal to all human experience. This is not affirmetw nativist assump-
tions of language, but rather other basic biological pwitidis—motion, action, and
interaction. The best explanation for the data above iswiath stems from the

Principle of Least Effort, with the following underlying tismptions:
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e Morphology and syntax are not separate, but rather morglgaka highly
restricted combinatory environment working at finite-stapeed within the

level of syntax.

e While morphology at the level of syntax has low computatiamanplexity,
there is a processing cost for combining forms rather thargwsfully lexical

form.

e Lexicalized forms are faster and easier to use than morgiualy inflected

forms, but there is a space cost for the lexicon.

The Principle of Least Effort compromises these considg@raby lexicalizing only
those verbal forms which are the most common. Because dfathiency, there is
avicious cycle throughout a language’s evolution. Highggtient forms that act in
this manner change very little, and because of this, oves,tany ability to deduce
the morphology of these forms will be rendered impossibligint of the grander
scheme of regular verbs, which has evolved at a separateSatal convention
will further complicate these irregular verbal forms. Eemate of this can be seen
in the merging of Englistbeonandwessanas well as the merging of the singular

2nd person with the plural.

Despite the complication of irregular forms for making risgypredictions
about language on the surface, viewing them in the contekteguency adds a
great deal of explanation to this problem. Frequency senvgpart as the answer to

why a form would be irregular at all, and the Principle of LieB#ort along with
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the underlying assumptions stated above accounts for whiyeirmost plausible

manner possible.

3.3 Chapter Summary

In this chapter, | have described two prolific ways in whicghirequency
mitigates historical change. As opposed to the cases di/setawhere items with
high frequency and a low degree of information that cannattherwise deduced
are easily innovated upon or deleted, these items are oilglghsemantically com-
plex. Introducing The Principle of Least Effort to the dission, the benefits gained
from this specific approach are clear: a practical balantedsn storage and pro-
cessing. Furthermore, the data described and interpremeahows a converse
effect to innovation on frequent items: the persistencangfuistic ‘traditions’ or

‘conventions’, despite their clear illogical nature to e\tke speaker.
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Chapter 4

The Interplay of Frequency-Based Mitigation and
Catalysis in Historical Change: The Case of the
Copula

The previous two chapters have established that frequesmtyaffect di-
achronic change in two interesting and opposed mannersseTlguistic items
that are weak in information and high in frequency can betddlat a minimal
loss to understanding. Those that are complex in informadied similarly high
in frequency tend to resist historical change, creatingesgi irregularity. In this
chapter, | will investigate the well-known cross-lingiuggphenomenon of copula-
dropping and use the insights | have provided in the prewaoshapters to moti-
vate a principled cross-linguistic explanation in term&ofropy and the Principle

of Least Effort.

4.1 Description

Copula-dropping can be described as a process which oatursltiple

languages under roughly the same criteria:
e The copulais only dropped in the present tense.

¢ Inflections for marked (non-present) tenses of the cop@areggular.
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e If the copula only drops for one person-number combinatibis, for third

person singular.

This is the case for many different languages across theegldapanese,
Russian, Hungarian, Arabic, and African American Vernacinglish (AAVE).
Given their strong similarities and the presence of a mesast dialect which can
provide data with over examples of the copula for comparidomill be focus-
ing primarily on African American Vernacular English fovigstigation, and offer

corollaries where necessary for these other languages.

African American Vernacular English has been a topic of us@n in lin-
guistics through much of the 20th Century. Empirical workhe 1960s and ‘70s
from Labov [11] sought to describe and offer a logical forrdascription for this
variant of English. More recently, work from Bender [4] hasight to use modern
empirical theoretical viewpoints to explain such variatitn understanding copula
dropping, there are three kinds of ‘linguistic knowledg®/alved, according to this
work. These include “knowledge of social meaning attacbdohguistic forms, di-
rect knowledge of a grammatical structure that is compatibim more basic signs
already in the grammar, and knowledge of the frequentisba-categorial gram-
matical constraints on variation.” The second two kinds wbwledge are those
which are the most interesting to this investigation, beeahey directly coincide
with how frequency plays a role in catalysis of historicahobe. The third type
of knowledge would be directly related to entropy, while seeond type of knowl-

edge would be directly related to the hearer’s task of dexpaoisy-channel output.
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Only if the hearer can deduce the input from the noisy outpliiguistic innovation

viable.

4.2 Investigation

Because of the nature of the copula as a null element, it exantily difficult
to obtain the proper corpus data to quantitatively desatibédowever, because
AAVE is a variant of a language which does use an overt copuldlicases, this
is a language upon which statistical analysis for the copafabe performed with
relatively little trouble. Here, I will use linguistic dafeom the Brown Corpus to
arrive at a quantifiable explanation for why copula-drogpmsuch an acceptable

convention in so many different languages.

As seen in Figure 3.8 in the previous chapter, the two mogtiat verbs in
the Brown Corpus of English are ‘is’ and ‘was’. Their freqogmumbers are quite
close—10,108 tokens versus 9,815. The frequency is so, aofeet, that it violates
to some extent the Zipfian laws of how frequency and rankealatlanguage. |
would like to motivate that if the speaker can syntacticalgduce that a verbal
category is necessary for a proper sentential output, treapilistically, they will

opt for a copular reading of the verb based on frequency.

The present and past tense third person singular copulgstbarmost of
the probability mass of any verb in the Brown Corpus, bothresgenting roughly
6% of all verbal tokens. Comparatively, the next three varlike top five measure
at 4%, 3.2%, and 2.8%. The tenth most frequent verb carrfés 6f the probability

mass. Of the ten most frequent verbs in English, four are dofteetion of ‘be’.
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Adding all their probabilities together, we arrive at 19.d%he probability mass,

and this is only four of the several inflections for the verb.

Given the above statement that ‘is’ and ‘was’ are the two ni@sjuent
words in the corpus and Zipf’'s observation that there is atont relationship be-
tween frequency and rank, it can be stated quite clearlyttteat is no verb that
contains nearly the same amount of probability mass. Fdamae, if any verb
were to compete with ‘be’, it would be ‘have’, which has twerfes in the ten most
frequent verbal form tokens. However, the probabilitiesh&fse verbs combined
only arrive at .052, both affirming the Zipfian observatiohfequency as well as
confirming beyond a doubt that ‘be’ is the most probable—&edefore least en-
tropic and easiest to deduce—verb form in English. We camnasghat this is the
case for most languages, given the data discussed in thepseshapter and the

regular reappearance of the copula in many verb form freqyukests.

Here, we have established the high probability of predictae’ as the read-
ing of a deduced verbal category from a grammatical comimnathich could
otherwise not be syntactically parsed. The interestingtiore at this point is as
follows: if ‘be’ can be deduced as the reading of a deducetalarategory, then
why does only the present tense third person inflection dnog not the past tense?
Given what we have seen in the previous two chapters, thevalysone viable

interpretation of the data.

As in the discussion of the present tense morpheme in Bamdte tan be
only one default tense, and it would be the most probableldeates involved.

While the present tense is intuitively ‘unmarked’, | usecutifiable data to show
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that we can frame this concept of markedness or unmarkedmessms of fre-
quency as well. Furthermore, in the chapter on the mitigaticshowed that if
a form is irreducibly complex or especially marked, we capest that this form
would resist historical change. The past tense would beideresl less probable,
and therefore more marked. A speaker would deduce presesa tather than past,
and therefore, if the speaker wants to impart a past teneg,ntlust actively pro-

nounce the verb despite its highly probable semantic mganin

4.3 Cross-Linguistic Observations

In AAVE, non-third person inflections in the present tensguree an overt
inflected ‘be’. This varies among languages that exhibitdalropping, and fu-
ture work will be necessary in arriving at a quantifiable exgition for this vari-
ation. However, it can be assumed that this would be assaciaith the degree
of deducibility within the various variables in the syntaxdagrammar. Russian
may be freer for copula-dropping in any person in the pretsarge because case
forces certain agreement readings. Japanese, on the atigerdnly allows copula-
dropping if the copular complement is an adjective. It cduddassumed that be-
cause of the nature of adjectives as specifying nouns archtracter of the copula
as a relation function, there is some amount of redundaratyatows dropping
which would otherwise be difficult to deduce—especiallyegithe animacy bifur-

cation in Japanese verbs for existence.
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4.4 Conclusion

Using concepts established earlier in this work and datan fEmglish, |
have shown that there is a strong probabilistic incentivértm the copula in spe-
cific environments where the necessary variables for a getioah sentence such
as tense and occasionally agreement are easy to deduce.s@#tegies are taken
in cases where there is either a different verbal predicaéensarked feature struc-
ture. Copula dropping shows the delicate balance whichralaanguage utilizes
in frequency-based historical change. This alternatiawéen deletion of the un-
marked and conservation of the marked is a consternatirgrsehvhich can only

be explainedthrough quantitative analysis, such as given above.
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Chapter 5

Conclusion

In this work, | have described several cases where we canregaeicy
along with quantitative models and principles that exteegomd the realm of lin-
guistics to describe both regular diachronic change asaseiiregular diachronic
conservation. Each concept which | have framed in this nmashews the value

of a functional, quantitative explanation to underlie angdretical account for the

data.

With these explanations now available for the data giveis, iow of great
import to examine what available theories have to offer,@hath are most suited
for all of the findings given here. It will show quite clearlyat much of this infor-
mation stands counter to several reigning opinions actesdiscipline. However,
| have taken great lengths to take a cross-linguistic anslsesob-field approach to
show that these general traits of encoding not only exisamgliage, but shape its

past, present, and future.
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